Lab Summary 
note: Discard IGRP which is no longer used…
	vLab Title
	1137 Configuring RIP,  EIGRP, and OSPF

	Skills
	Basic IP configuration of multiple routing protocols on a Cisco router which includes: 
Configuring IP RIP routing
Configuring IP IGRP routing
Configuring IP EIGRP routing
Configuring OSPF routing
Migrating from RIP to IGRP
Migrating from IGRP to EIGRP
Migrating from EIGRP to OSPF
Verifying administrative distance
Reviewing IP RIP debug information
Reviewing IP IGRP transactions debug information
Reviewing IP EIGRP debug information
Reviewing OSPF adjacency debug information
Interpreting the routing table
Verifying network connectivity using ping

	Level Of Difficulty
	Basic

	Course
	ICND

	Lab Length
	240 minutes

	Certification
	CCNA

	Desired Learner Outcome
	The user will build a network that utilizes distance vector (RIP and IGRP), hybrid (EIGRP), and link state (OSPF) routing protocols running in parallel to see how administrative distance, hop count, bandwidth, and load balancing play roles in what the router chooses as the best route. Configurations are then verified through show and debug commands.

	Desired Network Outcome
	A functioning three-router network using RIP, IGRP, EIGRP, and OSPF routing protocols.

	Dependencies
	The user is expected to have used the Cisco command line interface (CLI).

	Author
	 

	 
	  

	Network Type
	3 Location Routed Network

	Technology
	Cisco

	References
	ICND 2.0 (Interconnecting Cisco Network Devices) - Module 5 Routing Protocols by Cisco Systems; Cisco IOS Command Documentation.

Significant Commands Used in Lab : 

configure terminal

enable

end

exit

ping ip-address
router igrp autonomous-system
router rip

router eigrp autonomous-system
network network-number
router ospf process-id
network network-number wildcard-mask area-id
show ip protocols

show ip route

debug ip rip

debug ip igrp transactions

debug ip eigrp

debug ip ospf adj

no debug all

undebug all




Launching Your Lab 

The Status of your Lab is displayed at the top of the left navigation column.
Click the Start Lab Now button. A progress bar displays while the lab is being initialized. During this time you can view items under the Content area of the left navigation bar. 

When Initialization is complete the Status changes to In Progress. The clock starts and a lab diagram displays in the main content area.
Click on the diagram that appears and your virtual lab experience will begin.

If your connection isn't working, verify connectivity by clicking Verify Connection in the Tools section on the left navigation bar.

Assignment 

Configure RIP, IGRP, EIGRP, and OSPF on three routers over a serial network. 

Story 

	The Challenge:


Your network has been configured to match the network diagram above, however the sites are complaining that there are some network segments which they can't reach. You have been given a maintenance window of 90 minutes to get full connectivity among the sites. You have decided to take advantage of the time to not only fix the problem, but to also test how running multiple routing protocols in parallel affect your routing tables.

Start out by testing connectivity from the Corporate router by pinging all remote interfaces and determine which are unreachable. For those networks that are unreachable, examine your routing table on the Corporate router to view known networks.


	Enabling and Verifying RIP:


Configure RIP on all routers and then check the routing table on Corporate to see the new networks learned by RIP. Make note of the path(s) to the 150.10.3.0 network. RIP should see two equal cost paths. Verify that full connectivity has been established by pinging all remote interfaces. View the underlying exchanges of route information between RIP routers by issuing a RIP debug. After a few minutes, disable debugging.


	Enabling and Verifying IGRP:


Migrate to IGRP on all routers without removing RIP. Choose any autonomous system number, but make sure it is the same for every router. Check the routing table on Corporate to see how the routing table has changed and make note of the path to the 150.10.3.0 network. The routing table should now show only one path. Verify the underlying exchanges of IGRP routing tables between routers using an IGRP debug. After a few minutes, disable debuggging.


	Enabling and Verifying EIGRP:


Migrate to EIGRP on all routers using an autonomous system number of your choice, without removing IGRP. Check the routing table on Corporate to see how configuring EIGRP has affected it. Compare the administrative distances of the three routing protocols to see why only EIGRP routes are listed in the routing table.
EIGRP does not send regular periodic updates, but instead exchanges messages when a topology change occurs. Enable an EIGRP debug and then force a triggered EIGRP exchange by shutting down your Serial 0 interface and then re-enabling it.

	Enabling and Verifying OSPF:


Configure all routers to be in a single OSPF area, Area 0. View the routing table on Corporate and you should find that nothing has changed. Compare the administrative distances of the four routing protocols to see why OSPF routes are not found in the routing table. Remove IGRP and EIGRP. Check the routing table again to see if OSPF routes are now visible. Because OSPF, like EIGRP, only sends updates when a change in the network has occured, enable an OSPF debug and then create a topology change by shutting down and re-enabling Serial 0. Verify that there is still full connectivity throughout the network by pinging all remote interfaces from Corporate. 

Conditions 

You are not to use static routes to fix any connectivity issues you may find in the lab. 

Notes 

	* To be more effective in troubleshooting this lab, click on the Plan button found on the Locker page.

* For a concise list of the tasks you are to perform in this lab, click on the Suggested Approach link on the Locker page.

* If you get stuck, try the Sample Solution link on the Locker page.


Diagram 
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Suggested Approach 


The Suggested Approach identifies what to do based on the Scenario.
To find more details on how to do a specific task, access the Sample Solution.


PRIOR TO ENABLING ANY ROUTING PROTOCOLS 

* Test connectivity from the Corporate router by pinging 

  all remote interfaces and determine which are unreachable.

* Examine the routing table on the Corporate router to view

  known networks.


ENABLE AND VERIFY RIP 

* Configure RIP on all routers.

* View how the routing table has changed on the Corporate router

  and make note of the path to the 150.10.3.0 network.

* Verify that you can now ping all remote interfaces from Corporate.

* Verify the real-time exchange of RIP routes with a debug command.


ENABLE AND VERIFY IGRP 

* Migrate to IGRP without removing RIP.

* View how the routing table has changed and make note of the path

  to the 150.10.3.0 network.

* Verify the real-time exchange of IGRP routes with a debug command.


ENABLE AND VERIFY EIGRP 

* Migrate to EIGRP without removing IGRP.

* View how the routing table has changed.

* Compare the administrative distances of the three routing protocols.

* Enable a debug to view EIGRP exchanges and force a topology change.


ENABLE AND VERIFY OSPF 

* Configure all routers to be in a single OSPF area, area 0.

* View the routing table and you will find it unchanged.

* Compare the administrative distances of the four routing protocols

  to see which is lowest.

* Remove IGRP and EIGRP.

* View how the routing table has changed.

* Enable a debug to view the formation of OSPF adjacencies and force

  a topology change.

* Verify that you can still ping all remote interfaces from Corporate

Sample Solution 



	Task Index

	Task 1
	Test connectivity from the Corporate router by pinging all remote interfaces and determine which are unreachable.

	Task 2
	Examine the routing table on the Corporate router to view known networks.

	Task 3
	Configure RIP on all routers.

	Task 4
	View how the routing table has changed on the Corporate router and make note of the path to the 150.10.3.0 network.

	Task 5
	Verify that you can now ping all remote interfaces from Corporate.

	Task 6
	Verify the real-time exchange of RIP routes with a debug command.

	Task 7
	Migrate to IGRP without removing RIP.

	Task 8
	View how the routing table has changed and make note of the path to the 150.10.3.0 network.

	Task 9
	Verify the real-time exchange of IGRP routes with a debug command.

	Task 10
	Migrate to EIGRP without removing IGRP.

	Task 11
	View how the routing table has changed on the Corporate.

	Task 12
	Compare the administrative distances of the three routing protocols.

	Task 13
	Verify the real-time exchange of EIGRP messages with a debug command.

	Task 14
	Configure all routers to be in a single OSPF area, Area 0.

	Task 15
	View the routing table and you will find it unchanged.

	Task 16
	Compare the administrative distances of the four routing protocols to see which is lowest.

	Task 17
	Remove IGRP and and EIGRP.

	Task 18
	View how the routing table has changed.

	Task 19
	Enable a debug to view the OSPF adjacency changes.

	Task 20
	Verify that you can still ping all remote interfaces from Corporate.


	Task 1

	Test connectivity from the Corporate router by pinging all remote interfaces and determine which are unreachable.

	
Step 1 : Access the Corporate router and enter privileged EXEC mode. 
Action: 
{Click on the Corporate router found on the network diagram, then
press [ENTER] to access the command line interface.

enable

Result: 

Configuring RIP, IGRP, EIGRP, and OSPF - Corporate

Revision: Version 1.0

Date:  March 12, 2003

Copyright 1998, 1999, Element K LLC 

All rights reserved

User Access Verification

Corporate>enable
Corporate#



Step 2 : From Corporate, determine which remote interfaces are unreachable. 
Action: 
Ping each interface on Richmond and Powhatan from the Corporate router.
Result: 

Corporate#ping 150.10.1.2
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.1.2, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/31/32 ms

Corporate#ping 150.10.5.2
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.5.2, timeout is 2 seconds:

.....

Success rate is 0 percent (0/5)

Corporate#ping 150.10.3.2
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.3.2, timeout is 2 seconds:

.....

Success rate is 0 percent (0/5)

Corporate#ping 150.10.2.3
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.2.3, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 32/35/36 ms

Corporate#ping 150.10.3.3
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.3.3, timeout is 2 seconds:

.....

Success rate is 0 percent (0/5)

Corporate#ping 150.10.6.3
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.6.3, timeout is 2 seconds:

.....

Success rate is 0 percent (0/5)


Explanation: 
Routers can only reach networks that they have listed in their routing table. If a network is unknown, packets for that network are dropped. To see which networks the router is aware of, check the routing table.


	Task 2

	Examine the routing table on the Corporate router to view known networks.

	
Step 1 : Examine the routing table of Corporate. 
Action: 
show ip route
Result: 

Corporate#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP

       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 

       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

       E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP

       i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS inter area

       * - candidate default, U - per-user static route, o - ODR

       P - periodic downloaded static route

Gateway of last resort is not set

     150.10.0.0/24 is subnetted, 3 subnets

C       150.10.4.0 is directly connected, Ethernet0

C       150.10.1.0 is directly connected, Serial1

C       150.10.2.0 is directly connected, Serial0


Explanation: 
Routers only know about directly connected networks unless you configure static routes or enable a dynamic routing protocol such as RIP, IGRP, EIGRP, or OSPF. 


	Task 3

	Configure RIP on all routers.

	
Press [Enter] at any time to return to the device prompt. However, you do not need to wait for the device prompt to enter commands.




Step 1 : Configure RIP to advertise the directly connected networks on Corporate. 
Action: 

router rip
network 150.10.0.0
Result: 

Corporate#config t

Enter configuration commands, one per line.  End with CNTL/Z.

Corporate(config)#router rip

Corporate(config-router)#network 150.10.0.0

Corporate(config-router)#end

Corporate#


Explanation: 
When advertising directly connected networks under the router rip process, the network statements are based on the class of the address. Since all three interfaces on Corporate (150.10.4.1/24, 150.10.1.1/24, and 150.10.2.1/24) belong to the same class B network, 150.10.0.0, you only need one network statement to enable RIP on all three interfaces.

Step 2 : Configure RIP to advertise the directly connected networks on Richmond. 
Action: 

enable
router rip
network 150.10.0.0
Result: 

Richmond>en

Richmond#conf t

Enter configuration commands, one per line.  End with CNTL/Z.

Richmond(config)#router rip

Richmond(config-router)#network 150.10.0.0

Richmond(config-router)#end

Richmond#



Step 3 : Configure RIP to advertise the directly connected networks on Powhatan. 
Action: 

enable
router rip
network 150.10.0.0
Result: 

Powhatan>en

Powhatan#conf t

Enter configuration commands, one per line.  End with CNTL/Z.

Powhatan(config)#router rip 

Powhatan(config-router)#network 150.10.0.0

Powhatan(config-router)#end

Powhatan#




	Task 4

	View how the routing table has changed on the Corporate router and make note of the path to the 150.10.3.0 network.

	
Step 1 : Check the routing table on Corporate. 
Action: 
show ip route
Result: 

Corporate#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP

       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 

       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

       E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP

       i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS inter area

       * - candidate default, U - per-user static route, o - ODR

       P - periodic downloaded static route

Gateway of last resort is not set

     150.10.0.0/24 is subnetted, 6 subnets

C       150.10.4.0 is directly connected, Ethernet0

R       150.10.5.0 [120/1] via 150.10.1.2, 00:00:24, Serial1

R       150.10.6.0 [120/1] via 150.10.2.3, 00:00:22, Serial0

C       150.10.1.0 is directly connected, Serial1

C       150.10.2.0 is directly connected, Serial0

R       150.10.3.0 [120/1] via 150.10.1.2, 00:00:24, Serial1

                   [120/1] via 150.10.2.3, 00:00:22, Serial0

Corporate#


Explanation: 
The letter R indicates the routes dynamically learned by RIP. In the brackets following the RIP routes, you find [120/1]. The number 120 indicates the administrative distance for RIP and 1 refers to the hop count to reach a specific network.

The routing table only installs the "best" route to reach a network. Notice that the path for the 150.10.3.0 network has two entries. This is because Corporate has two equal cost paths to reach it. In other words, it is one hop away via Richmond, but it is also one hop away via Powhatan. Since both are tied for the "best", they are both installed in the routing table. Packets destined for this network are load balanced over the two paths.


	Task 5

	Verify that you can now ping all remote interfaces from Corporate.

	
Step 1 : Verify connectivity to networks previously unreachable. 
Action: 
ping
Result: 

Corporate#ping 150.10.1.2
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.1.2, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/31/32 ms

Corporate#ping 150.10.5.2
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.5.2, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/31/32 ms

Corporate#ping 150.10.3.2
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.3.2, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 32/42/68 ms

Corporate#ping 150.10.2.3
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.2.3, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 32/34/36 ms

Corporate#ping 150.10.3.3
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.3.3, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 32/41/60 ms

Corporate#ping 150.10.6.3
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.6.3, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 36/36/36 ms

Corporate#


Explanation: 
Now that routing information is being exchanged throughout the network via RIP, full connectivity has been established.


	Task 6

	Verify the real-time exchange of RIP routes with a debug command.

	
Verify the network information associated with the entire router.




Step 1 : Debug RIP updates on Corporate. Turn off debugging when finished. 
Action: 

debug ip rip
u all
Result: 

Corporate#debug ip rip
RIP protocol debugging is on

Corporate#

01:04:51: RIP: sending v1 update to 255.255.255.255 via Ethernet0 (150.10.4.1)

01:04:51: RIP: build update entries

01:04:51:       subnet 150.10.1.0 metric 1

01:04:51:       subnet 150.10.2.0 metric 1

01:04:51:       subnet 150.10.3.0 metric 2

01:04:51:       subnet 150.10.5.0 metric 2

01:04:51:       subnet 150.10.6.0 metric 2

01:04:51: RIP: sending v1 update to 255.255.255.255 via Serial0 (150.10.2.1)

01:04:51: RIP: build update entries

01:04:51:       subnet 150.10.1.0 metric 1

01:04:51:       subnet 150.10.4.0 metric 1

01:04:51:       subnet 150.10.5.0 metric 2

01:04:51: RIP: sending v1 update to 255.255.255.255 via Serial1 (150.10.1.1)

01:04:51: RIP: build update entries

01:04:51:       subnet 150.10.2.0 metric 1

01:04:51:       subnet 150.10.4.0 metric 1

01:04:51:       subnet 150.10.6.0 metric 2

01:04:55: RIP: received v1 update from 150.10.1.2 on Serial1

01:04:55:      150.10.3.0 in 1 hops

01:04:55:      150.10.5.0 in 1 hops

01:04:55:      150.10.6.0 in 2 hops

01:05:00: RIP: received v1 update from 150.10.2.3 on Serial0

01:05:00:      150.10.3.0 in 1 hops

01:05:00:      150.10.5.0 in 2 hops

01:05:00:      150.10.6.0 in 1 hops

Corporate#u all
All possible debugging has been turned off

Corporate#


Explanation: 
Debugs show the underlying processes that are not normally seen on the console. Here we can see the entire routing tables being exchanged among the routers. The output indicates whether the information is sent or received, which interfaces are involved, and the metric (hop count) for each route.

After you have viewed the exchanges, turn off all debugging by either using the no debug all command or enter u all which is short for undebug all.


	Task 7

	Migrate to IGRP without removing RIP.

	
Step 1 : Configure IGRP to advertise the directly connected networks on Corporate. 
Action: 

router igrp autonomous-system-number 
network 150.10.0.0
Result: 

Corporate#config t

Enter configuration commands, one per line.  End with CNTL/Z.

Corporate(config)#router igrp 100

Corporate(config-router)#network 150.10.0.0

Corporate(config-router)#end

Corporate#


Explanation: 
IGRP requires an autonomous system number. The number that you choose is arbitrary, but all IGRP routers in your network need to share the same AS number in order to share information.

When advertising directly connected networks under the IGRP process, the network statements, like with RIP, are based on the class of the address. Since all three interfaces on Corporate (150.10.4.1/24, 150.10.1.1/24, and 150.10.2.1/24) belong to the same class B network, 150.10.0.0, you only need one network statement to enable IGRP on all three interfaces.

Step 2 : Configure IGRP to advertise the directly connected networks on Richmond. 
Action: 

router igrp autonomous-system-number 
network 150.10.0.0
Result: 

Richmond#config t

Enter configuration commands, one per line.  End with CNTL/Z.

Richmond(config)#router igrp 100 

Richmond(config-router)#network 150.10.0.0

Richmond(config-router)#end

Richmond#



Step 3 : Configure IGRP to advertise the directly connected networks on Powhatan. 
Action: 

router igrp autonomous-system-number 
network 150.10.0.0
Result: 

Powhatan#conf t

Enter configuration commands, one per line.  End with CNTL/Z.

Powhatan(config)#router igrp 100

Powhatan(config-router)#network 150.10.0.0

Powhatan(config-router)#end

Powhatan#




	Task 8

	View how the routing table has changed and make note of the path to the 150.10.3.0 network.

	
Step 1 : Check the routing table on Corporate. 
Action: 
show ip route
Result: 

Corporate#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP

       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 

       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

       E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP

       i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS inter area

       * - candidate default, U - per-user static route, o - ODR

       P - periodic downloaded static route

Gateway of last resort is not set

     150.10.0.0/24 is subnetted, 6 subnets

C       150.10.4.0 is directly connected, Ethernet0

I       150.10.5.0 [100/158350] via 150.10.1.2, 00:00:36, Serial1

I       150.10.6.0 [100/160350] via 150.10.1.2, 00:00:36, Serial1

C       150.10.1.0 is directly connected, Serial1

C       150.10.2.0 is directly connected, Serial0

I       150.10.3.0 [100/160250] via 150.10.1.2, 00:00:36, Serial1

Corporate#


Explanation: 
The routes learned by RIP have now been replaced by IGRP routes, as indicated by the letter I in the table. Within the brackets following each network entry is the number 100, which is the administrative distance for IGRP, followed by a second number, which is the composite metric. With RIP, this metric was hop count. IGRP makes a calculation for its metric based on bandwidth and delay by default.

Remember that the routing table only installs the "best" route to reach a network. With RIP, the path for the 150.10.3.0 network had two entries and was load balancing over the two. However, notice on the diagram that the connection from Corporate to Richmond is 64K, whereas the connection to Powhatan is 56K. IGRP takes bandwidth into consideration when choosing the best route and therefore only the route through Richmond for network 150.10.3.0 is placed in the table.


	Task 9

	Verify the real-time exchange of IGRP routes with a debug command.

	
Verify the connectivity between routers.




Step 1 : Debug IGRP updates on Corporate. Turn off debugging when finished. 
Action: 
debug ip igrp transactions
Result: 

Corporate#debug ip igrp transactions
IGRP protocol debugging is on

Corporate#

01:09:43: IGRP: received update from 150.10.2.3 on Serial0

01:09:43:       subnet 150.10.4.0, metric 184671 (neighbor 160350)

01:09:43:       subnet 150.10.5.0, metric 182671 (neighbor 158350)

01:09:43:       subnet 150.10.6.0, metric 180671 (neighbor 1100)

01:09:43:       subnet 150.10.1.0, metric 184571 (neighbor 160250)

01:09:43:       subnet 150.10.3.0, metric 182571 (neighbor 158250)

01:10:18: IGRP: received update from 150.10.1.2 on Serial1

01:10:18:       subnet 150.10.5.0, metric 158350 (neighbor 1100)

01:10:18:       subnet 150.10.6.0, metric 160350 (neighbor 158350)

01:10:18:       subnet 150.10.3.0, metric 160250 (neighbor 158250)

01:10:50: IGRP: sending update to 255.255.255.255 via Ethernet0 (150.10.4.1)

01:10:50:       subnet 150.10.5.0, metric=158350

01:10:50:       subnet 150.10.6.0, metric=160350

01:10:50:       subnet 150.10.1.0, metric=158250

01:10:50:       subnet 150.10.2.0, metric=180571

01:10:50:       subnet 150.10.3.0, metric=160250

01:10:50: IGRP: sending update to 255.255.255.255 via Serial0 (150.10.2.1)

01:10:50:       subnet 150.10.4.0, metric=1100

01:10:50:       subnet 150.10.5.0, metric=158350

01:10:50:       subnet 150.10.6.0, metric=160350

01:10:50:       subnet 150.10.1.0, metric=158250

01:10:50:       subnet 150.10.3.0, metric=160250

01:10:50: IGRP: sending update to 255.255.255.255 via Serial1 (150.10.1.1)

01:10:50:       subnet 150.10.4.0, metric=1100

01:10:50:       subnet 150.10.2.0, metric=180571

Corporate#u all
All possible debugging has been turned off

Corporate#


Explanation: 
The debug shows the IGRP routes as they are being exchanged. The information includes whether the routing tables are sent or received, the IP address of the neighboring IGRP router, which interfaces are involved, and the metric.


	Task 10

	Migrate to EIGRP without removing IGRP.

	
Step 1 : Configure EIGRP to advertise the directly connected networks on Corporate. 
Action: 

router eigrp autonomous-system-number 
network 150.10.0.0

Result: 

Corporate#config t

Enter configuration commands, one per line.  End with CNTL/Z.

Corporate(config)#router eigrp 100

Corporate(config-router)#network 150.10.0.0

Corporate(config-router)#end

Corporate#


Explanation: 
Like IGRP, the EIGRP routing protocol uses an autonomous system number. This number needs to be the same for all EIGRP routers in your network. Network statements can be advertised using the major network number based on the class of the address, the same as it was configured for RIP and IGRP. However, EIGRP also can be configured to advertise networks with a mask different from the default. This is helpful in route summarization and in fixing problems with discontiguous networks. To advertise a different mask, a wildcard mask can be added to the EIGRP network statements. 

Step 2 : Configure EIGRP to advertise the directly connected networks on Richmond. 
Action: 

router eigrp autonomous-system-number 
network 150.10.0.0
Result: 

Richmond#config t

Enter configuration commands, one per line.  End with CNTL/Z.

Richmond(config)#router eigrp 100

Richmond(config-router)#network 150.10.0.0

Richmond(config-router)#end

Richmond#



Step 3 : Configure EIGRP to advertise the directly connected networks on Powhatan. 
Action: 

router eigrp autonomous-system-number 
network 150.10.0.0
Result: 

Powhatan#config t

Enter configuration commands, one per line.  End with CNTL/Z.

Powhatan(config)#router eigrp 100

Powhatan(config-router)#network 150.10.0.0

Powhatan(config-router)#end

Powhatan#




	Task 11

	View how the routing table has changed on the Corporate.

	
Step 1 : Check the routing table on Corporate. 
Action: 
show ip route
Result: 

Corporate#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP

       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 

       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

       E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP

       i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS inter area

       * - candidate default, U - per-user static route, o - ODR

       P - periodic downloaded static route

Gateway of last resort is not set

     150.10.0.0/24 is subnetted, 6 subnets

C       150.10.4.0 is directly connected, Ethernet0

D       150.10.5.0 [90/40537600] via 150.10.1.2, 00:03:00, Serial1

D       150.10.6.0 [90/41049600] via 150.10.1.2, 00:03:00, Serial1

C       150.10.1.0 is directly connected, Serial1

C       150.10.2.0 is directly connected, Serial0

D       150.10.3.0 [90/41024000] via 150.10.1.2, 00:03:00, Serial1

Corporate#


Explanation: 
The routes learned by IGRP have now been replaced by EIGRP routes, as indicated by the letter D in the table. Within the brackets following each network entry is the number 90, which is the administrative distance for EIGRP, followed by a second number, which is the composite metric. EIGRP, like IGRP, uses bandwidth and delay by default to calculate its composite metric. 


	Task 12

	Compare the administrative distances of the three routing protocols.

	
Step 1 : Enter a command on Corporate to verify the administrative distances of RIP, IGRP, and EIGRP. 
Action: 
show ip protocols
Result: 

Corporate#show ip protocols
Routing Protocol is "rip"

  Sending updates every 30 seconds, next due in 17 seconds

  Invalid after 180 seconds, hold down 180, flushed after 240

  Outgoing update filter list for all interfaces is 

  Incoming update filter list for all interfaces is 

  Redistributing: rip

  Default version control: send version 1, receive any version

    Interface             Send  Recv  Triggered RIP  Key-chain

    Ethernet0             1     1 2                                  

    Serial0               1     1 2                                  

    Serial1               1     1 2                                  

  Automatic network summarization is in effect

  Routing for Networks:

    150.10.0.0

  Routing Information Sources:

    Gateway         Distance      Last Update

    150.10.2.3           120      00:00:02

    150.10.1.2           120      00:00:04

  Distance: (default is 120)
Routing Protocol is "igrp 100"

  Sending updates every 90 seconds, next due in 6 seconds

  Invalid after 270 seconds, hold down 280, flushed after 630

  Outgoing update filter list for all interfaces is 

  Incoming update filter list for all interfaces is 

  Default networks flagged in outgoing updates

  Default networks accepted from incoming updates

  IGRP metric weight K1=1, K2=0, K3=1, K4=0, K5=0

  IGRP maximum hopcount 100

  IGRP maximum metric variance 1

  Redistributing: igrp 100, eigrp 100

  Routing for Networks:

    150.10.0.0

  Routing Information Sources:

    Gateway         Distance      Last Update

    150.10.2.3           100      00:00:57

    150.10.1.2           100      00:00:29

  Distance: (default is 100)
Routing Protocol is "eigrp 100"

  Outgoing update filter list for all interfaces is 

  Incoming update filter list for all interfaces is 

  Default networks flagged in outgoing updates

  Default networks accepted from incoming updates

  EIGRP metric weight K1=1, K2=0, K3=1, K4=0, K5=0

  EIGRP maximum hopcount 100

  EIGRP maximum metric variance 1

  Redistributing: igrp 100, eigrp 100

  Automatic network summarization is in effect

  Routing for Networks:

    150.10.0.0

  Routing Information Sources:

    Gateway         Distance      Last Update

    150.10.2.3            90      00:04:49

    150.10.1.2            90      00:04:49

  Distance: internal 90 external 170

Explanation: 
The show ip protocols command shows the details of any IP routing protocols that are enabled. It displays parameters, filters, and network information about the entire router. When using IGRP or EIGRP, check to make sure that the autonomous system number is correct (it must match on all neighboring routers, or else they will not pass routing information). Check the timers to make sure they match those of the adjacent routers.

The last line of each routing protocol information block indicates the administrative distance. From the output we can see that RIP is 120, IGRP is 100, and EIGRP internal is 90. The source with the lowest administrative distance is chosen over the others when multiple sources are reporting information about the same network. Because of this, we only see EIGRP routes listed in the routing table.


	Task 13

	Verify the real-time exchange of EIGRP messages with a debug command.

	
Step 1 : Debug EIGRP message exchanges on Corporate. Turn off debugging when finished. 
Action: 

debug ip eigrp
config t
interface s0
shut
no shut
end
u all

Result: 

Corporate#debug ip eigrp
IP-EIGRP Route Events debugging is on

Corporate#config t
Corporate(config)#int s0
Corporate(config-if)#shut
Corporate(config-if)#no shut
Corporate(config-if)#

01:19:12: IP-EIGRP: 150.10.1.0/24 - not in IP routing table

01:19:12: IP-EIGRP: Int 150.10.1.0/24 metric 4294967295 - 0 4294967295

01:19:12: IP-EIGRP: 150.10.5.0/24 - not in IP routing table

01:19:12: IP-EIGRP: Int 150.10.5.0/24 metric 4294967295 - 40000000 4294967295

01:19:13: IP-EIGRP: Processing incoming REPLY packet

01:19:13: IP-EIGRP: Int 150.10.1.0/24 M 47250176 - 45714176 1536000 SM 41024000 - 40000000 1024000

01:19:13: IP-EIGRP: Int 150.10.5.0/24 M 46763776 - 45714176 1049600 SM 40537600 - 40000000 537600

01:19:13: IP-EIGRP: Int 150.10.6.0/24 metric 46251776 - 45714176 537600

01:19:13: IP-EIGRP: Int 150.10.3.0/24 metric 46738176 - 45714176 1024000

01:19:13: IP-EIGRP: Int 150.10.1.0/24 metric 47250176 - 45714176 1536000

01:19:13: IP-EIGRP: Int 150.10.5.0/24 metric 46763776 - 45714176 1049600

01:19:14: IP-EIGRP: Int 150.10.1.0/24 metric 4294967295 - 45714176 4294967295

01:19:14: IP-EIGRP: 150.10.4.0/24 - do advertise out Serial1

01:19:14: IP-EIGRP: Int 150.10.4.0/24 metric 281600 - 256000 25600

01:19:14: IP-EIGRP: 150.10.2.0/24 - do advertise out Serial1

01:19:14: IP-EIGRP: Int 150.10.2.0/24 metric 46226176 - 45714176 512000

01:19:14: IP-EIGRP: 150.10.6.0/24 - do advertise out Serial1

01:19:14: IP-EIGRP: Int 150.10.6.0/24 metric 46251776 - 45714176 537600

01:19:14: IP-EIGRP: 150.10.3.0/24 - do advertise out Serial1

01:19:14: IP-EIGRP: Int 150.10.3.0/24 metric 46738176 - 45714176 1024000

01:19:14: IP-EIGRP: 150.10.5.0/24 - do advertise out Serial1

01:19:14: IP-EIGRP: Int 150.10.5.0/24 metric 46763776 - 45714176 1049600

Corporate(config-if)#end
Corporate#u all
All possible debugging has been turned off

Corporate#


Explanation: 
EIGRP, unlike RIP and IGRP, does not send periodic updates. Instead it sends information to other EIGRP routers only when changes occur. Because of this, after enabling debug ip eigrp, shut down the Serial 0 interface going to Powhatan, and then re-enable it. This creates a topology change in the network which forces the EIGRP messages to be triggered.


	Task 14

	Configure all routers to be in a single OSPF area, Area 0.

	
Step 1 : Configure OSPF to advertise the directly connected networks on Corporate to be in Area 0. 
Action: 

router ospf process-id 
network 150.10.0.0 0.0.255.255 area 0 

Result: 

Corporate#conf t

Enter configuration commands, one per line. End with CNTL/Z.

Corporate(config)#router ospf 1

Corporate(config-router)#network 150.10.0.0 0.0.255.255 area 0

Corporate(config-router)#end

Corporate#


Explanation: 
The number used in the router ospf command is not an autonomous system number. Instead, it is a process id. If you are only running one OSPF instance on a router (which is usually the case) it does not matter what number you choose as a process ID. The process ID also does not need to match other routers. It is only locally significant.

To start OSPF on your interfaces, use a network statement followed by a wildcard mask. If you were to convert the wildcard mask to binary, each 0 would indicate an exact match bit. Each 1 would indicate a "don't care" bit. Using the wildcard mask 0.0.255.255 means that we want an exact match on the first two bytes, in this case, 150.10 and we don't care about the last two bytes. In other words, OSPF will be enabled on any interface matching 150.10.X.X.

The area that the interfaces belong to is also specified. OSPF is capable of being broken into multiple smaller areas to improve on convergence time and to decrease the size of the routing tables. The scenario specified a single area for all interfaces, Area 0. 

Step 2 : Configure OSPF to advertise the directly connected networks on Richmond to be in Area 0. 
Action: 

router ospf process-id 
network 150.10.0.0 0.0.255.255 area 0

Result: 

Richmond#config t

Enter configuration commands, one per line.  End with CNTL/Z.

Richmond(config)#router ospf 1

Richmond(config-router)#network 150.10.0.0 0.0.255.255 area 0

Richmond(config-router)#end

Richmond#



Step 3 : Configure OSPF to advertise the directly connected networks on Powhatan to be in Area 0. 
Action: 

router ospf process-id 
network 150.10.0.0 0.0.255.255 area 0

Result: 

Powhatan#config t

Enter configuration commands, one per line.  End with CNTL/Z.

Powhatan(config)#router ospf 1

Powhatan(config-router)#network 150.10.0.0 0.0.255.255 area 0

Powhatan(config-router)#end

Powhatan#




	Task 15

	View the routing table and you will find it unchanged.

	
Step 1 : Check the routing table on Corporate and make note of the networks dynamically learned. 
Action: 
show ip route
Result: 

Corporate#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP

       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 

       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

       E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP

       i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS inter area

       * - candidate default, U - per-user static route, o - ODR

       P - periodic downloaded static route

Gateway of last resort is not set

     150.10.0.0/24 is subnetted, 6 subnets

C       150.10.4.0 is directly connected, Ethernet0

D       150.10.5.0 [90/40537600] via 150.10.1.2, 00:09:40, Serial1

D       150.10.6.0 [90/41049600] via 150.10.1.2, 00:09:40, Serial1

C       150.10.1.0 is directly connected, Serial1

C       150.10.2.0 is directly connected, Serial0

D       150.10.3.0 [90/41024000] via 150.10.1.2, 00:09:40, Serial1

Corporate#


Explanation: 
The key above the routing table indicates that the letter D represents networks learned by EIGRP. To understand why OSPF routes are not shown, enter a command to compare the administrative distances of the routing protocols currently running.


	Task 16

	Compare the administrative distances of the four routing protocols to see which is lowest.

	
Step 1 : Enter a command on Corporate to verify the administrative distances of RIP, IGRP, EIGRP, and OSPF. 
Action: 
show ip protocols
Result: 

Corporate#show ip protocols
Routing Protocol is "rip"

  Sending updates every 30 seconds, next due in 20 seconds

  Invalid after 180 seconds, hold down 180, flushed after 240

  Outgoing update filter list for all interfaces is 

  Incoming update filter list for all interfaces is 

  Redistributing: rip

  Default version control: send version 1, receive any version

    Interface             Send  Recv  Triggered RIP  Key-chain

    Ethernet0             1     1 2                                  

    Serial0               1     1 2                                  

    Serial1               1     1 2                                  

  Automatic network summarization is in effect

  Routing for Networks:

    150.10.0.0

  Routing Information Sources:

    Gateway         Distance      Last Update

    150.10.2.3           120      00:00:19

    150.10.1.2           120      00:00:23

  Distance: (default is 120)
Routing Protocol is "igrp 100"

  Sending updates every 90 seconds, next due in 10 seconds

  Invalid after 270 seconds, hold down 280, flushed after 630

  Outgoing update filter list for all interfaces is 

  Incoming update filter list for all interfaces is 

  Default networks flagged in outgoing updates

  Default networks accepted from incoming updates

  IGRP metric weight K1=1, K2=0, K3=1, K4=0, K5=0

  IGRP maximum hopcount 100

  IGRP maximum metric variance 1

  Redistributing: igrp 100, eigrp 100

  Routing for Networks:

    150.10.0.0

  Routing Information Sources:

    Gateway         Distance      Last Update

    150.10.2.3           100      00:00:46

    150.10.1.2           100      00:00:11

  Distance: (default is 100)
Routing Protocol is "eigrp 100"

  Outgoing update filter list for all interfaces is 

  Incoming update filter list for all interfaces is 

  Default networks flagged in outgoing updates

  Default networks accepted from incoming updates

  EIGRP metric weight K1=1, K2=0, K3=1, K4=0, K5=0

  EIGRP maximum hopcount 100

  EIGRP maximum metric variance 1

  Redistributing: igrp 100, eigrp 100

  Automatic network summarization is in effect

  Routing for Networks:

    150.10.0.0

  Routing Information Sources:

    Gateway         Distance      Last Update

    150.10.2.3            90      00:10:11

    150.10.1.2            90      00:10:11

  Distance: internal 90 external 170
Routing Protocol is "ospf 1"

  Invalid after 0 seconds, hold down 0, flushed after 0

  Outgoing update filter list for all interfaces is 

  Incoming update filter list for all interfaces is 

  Redistributing: ospf 1

  Routing for Networks:

    150.10.0.0

  Routing Information Sources:

    Gateway         Distance      Last Update

    150.10.6.3           110      00:01:31

    150.10.5.2           110      00:01:31

  Distance: (default is 110)

Explanation: 
When remote networks are learned through multiple sources, there must be a way to determine which source is the most believable. The administrative distance provides this "believability" factor. The lower the number, the more believable the source. Comparing these four, EIGRP internal has the lowest with 90. Next is IGRP with an administrative distance of 100. OSPF routes are not found in the routing table since OSPF has an administrative distance of 110.


	Task 17

	Remove IGRP and and EIGRP.

	
Step 1 : Disable IGRP and EIGRP on Corporate. 
Action: 

no router igrp 100
no router eigrp 100
Result: 

Corporate#conf t

Enter configuration commands, one per line.  End with CNTL/Z.

Corporate(config)#no router igrp 100

Corporate(config)#no router eigrp 100

Corporate(config)#end

Corporate#


Explanation: 
Since OSPF will not be preferred when IGRP and EIGRP are also running, remove these two routing protocols so that OSPF routes will be listed in the routing table.

Step 2 : Disable IGRP and EIGRP on Richmond. 
Action: 

no router igrp 100
no router eigrp 100
Result: 

Richmond#conf t

Enter configuration commands, one per line.  End with CNTL/Z.

Richmond(config)#no router igrp 100

Richmond(config)#no router eigrp 100

Richmond(config)#end

Richmond#



Step 3 : Disable IGRP and EIGRP on Powhatan. 
Action: 

no router igrp 100
no router eigrp 100

Result: 

Powhatan#conf t

Enter configuration commands, one per line.  End with CNTL/Z.

Powhatan(config)#no router igrp 100

Powhatan(config)#no router eigrp 100

Powhatan(config)#end

Powhatan#




	Task 18

	View how the routing table has changed.

	
Step 1 : Check the routing table on Corporate. 
Action: 
show ip route
Result: 

Corporate#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP

       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 

       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

       E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP

       i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS inter area

       * - candidate default, U - per-user static route, o - ODR

       P - periodic downloaded static route

Gateway of last resort is not set

     150.10.0.0/24 is subnetted, 6 subnets

C       150.10.4.0 is directly connected, Ethernet0

O       150.10.5.0 [110/1572] via 150.10.1.2, 00:01:59, Serial1

O       150.10.6.0 [110/1795] via 150.10.2.3, 00:01:59, Serial0

C       150.10.1.0 is directly connected, Serial1

C       150.10.2.0 is directly connected, Serial0

O       150.10.3.0 [110/3124] via 150.10.1.2, 00:01:59, Serial1

Corporate#


Explanation: 
The only two routing protocols now running are RIP and OSPF. RIP has an administrative distance of 120, whereas OSPF is 110. Since the lower administrative distance is preferred, OSPF routes are now seen in the routing table.


	Task 19

	Enable a debug to view the OSPF adjacency changes.

	
Step 1 : Debug OSPF adjacency changes on Corporate. Turn off debugging when finished. 
Action: 

debug ip ospf adj
config t
interface s0
shut
no shut
end
u all

Result: 

Corporate#debug ip ospf adj
OSPF adjacency events debugging is on

Corporate#config t
Enter configuration commands, one per line.  End with CNTL/Z.

Corporate(config)#int s0
Corporate(config-if)#shut
Corporate(config-if)#

01:38:38: OSPF: Interface Serial0 going Down

01:38:38: OSPF: 150.10.4.1 address 150.10.2.1 on Serial0 is dead, state DOWN
01:38:38: OSPF: 150.10.6.3 address 150.10.2.3 on Serial0 is dead, state DOWN
01:38:38: %OSPF-5-ADJCHG: Process 1, Nbr 150.10.6.3 on Serial0 from FULL to DOWN, Neighbor Down

01:38:38: OSPF: Build router LSA for area 0, router ID 150.10.4.1, seq 0x8000000C

01:38:40: %LINK-5-CHANGED: Interface Serial0, changed state to administratively down

01:38:41: %LINEPROTO-5-UPDOWN: Line protocol on Interface Serial0, changed state to down

Corporate(config-if)#

Corporate(config-if)#no shut
01:38:53: %LINK-3-UPDOWN: Interface Serial0, changed state to up

01:38:53: OSPF: Interface Serial0 going Up

01:38:53: OSPF: Build router LSA for area 0, router ID 150.10.4.1, seq 0x8000000D

01:38:54: %LINEPROTO-5-UPDOWN: Line protocol on Interface Serial0, changed state to up

01:39:03: OSPF: Rcv DBD from 150.10.6.3 on Serial0 seq 0x610 opt 0x42 flag 0x7 len 32  mtu 1500 state INIT
01:39:03: OSPF: 2 Way Communication to 150.10.6.3 on Serial0, state 2WAY
01:39:03: OSPF: Send DBD to 150.10.6.3 on Serial0 seq 0x195E opt 0x42 flag 0x7 len 32

01:39:03: OSPF: NBR Negotiation Done. We are the SLAVE
01:39:03: OSPF: Send DBD to 150.10.6.3 on Serial0 seq 0x610 opt 0x42 flag 0x2 len 92

01:39:03: OSPF: Rcv DBD from 150.10.6.3 on Serial0 seq 0x611 opt 0x42 flag 0x3 len 92  mtu 1500 state EXCHANGE
01:39:03: OSPF: Send DBD to 150.10.6.3 on Serial0 seq 0x611 opt 0x42 flag 0x0 len 32

01:39:03: OSPF: Rcv DBD from 150.10.6.3 on Serial0 seq 0x612 opt 0x42 flag 0x1 len 32  mtu 1500 state EXCHANGE
01:39:03: OSPF: Exchange Done with 150.10.6.3 on Serial0

01:39:03: OSPF: Synchronized with 150.10.6.3 on Serial0, state FULL
01:39:03: %OSPF-5-ADJCHG: Process 1, Nbr 150.10.6.3 on Serial0 from LOADING to FULL, Loading Done

01:39:03: OSPF: Send DBD to 150.10.6.3 on Serial0 seq 0x612 opt 0x42 flag 0x0 len 32

01:39:03: OSPF: Build router LSA for area 0, router ID 150.10.4.1, seq 0x8000000E

Corporate(config-if)#

Corporate(config-if)#end
Corporate#u all
All possible debugging has been turned off

Corporate#


Explanation: 
OSPF, unlike RIP and IGRP, does not send periodic updates. OSPF is a link state routing protocol that sends information to other OSPF routers only when changes occur. OSPF routers will only send routing information to routers with which they have formed a formal relationship, called an adjacency. A number of conditions need to match in order to form an adjacency, including OSPF timers such as the hello and dead intervals. To see the adjacencies form along with the various states the routers go through in the process, shut down your Serial 0 interface and then re-enable it after enabling the debug ip ospf adj command. This creates a topology change and a breaking of the adjacency followed by its re-establishment.


	Task 20

	Verify that you can still ping all remote interfaces from Corporate.

	
Step 1 : Verify that there is full connectivity throughout the network. 
Action: 
ping
Result: 

Corporate#ping 150.10.1.2
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.1.2, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 32/32/32 ms

Corporate#ping 150.10.5.2
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.5.2, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 32/32/32 ms

Corporate#ping 150.10.3.2
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.3.2, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/31/32 ms

Corporate#ping 150.10.2.3
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 150.10.2.3, timeout is 2 seconds:

!!!!!

Success rate is 100 percent (5/5), round-trip min/avg/max = 32/35/36 ms


Check Results 

After you have completed the scenario, you can compare your configurations with those provided here by issuing the show run command on each device.



Configuration Answer Key for Corporate 

Corporate#show run

Current configuration:

!

version 12.1

service timestamps debug uptime

service timestamps log uptime

no service password-encryption

service udp-small-servers

service tcp-small-servers

!

hostname Corporate

!

ip subnet-zero

!

cns event-service server

!

interface Ethernet0

 description CONNECTION TO CORPORATE LAN

 ip address 150.10.4.1 255.255.255.0

 no ip route-cache

 no ip mroute-cache

!

interface Serial0

 description CONNECTION TO POWHATAN - 56K

 bandwidth 56

 ip address 150.10.2.1 255.255.255.0

 no ip route-cache

 no ip mroute-cache

!

interface Serial1

 description CONNECTION TO RICHMOND - 64K

 bandwidth 64

 ip address 150.10.1.1 255.255.255.0

 no ip route-cache

 no ip mroute-cache

 clockrate 64000

!

interface Serial2

 no ip address

 no ip route-cache

 no ip mroute-cache

 shutdown

!

interface Serial3

 no ip address

 no ip route-cache

 no ip mroute-cache

 shutdown

!

interface BRI0

 no ip address

 no ip route-cache

 no ip mroute-cache

 shutdown

!

router ospf 1

 log-adjacency-changes

 network 150.10.0.0 0.0.255.255 area 0

!

router rip

 network 150.10.0.0

!

ip classless

no ip http server

!

!

banner motd ^C

Configuring RIP, IGRP, EIGRP, and OSPF - Corporate

Revision: Version 1.0

Date:  March 12, 2003

^C

!

line con 0

 exec-timeout 0 0

 transport input none

line aux 0

 transport input all

line vty 0 4

 no login

!

end



Configuration Answer Key for Richmond 

Richmond#sho run

Current configuration:

!

version 12.1

service timestamps debug uptime

service timestamps log uptime

no service password-encryption

service udp-small-servers

service tcp-small-servers

!

hostname Richmond

!

ip subnet-zero

!

cns event-service server

!

interface Ethernet0

 description CONNECTION TO RICHMOND LAN

 ip address 150.10.5.2 255.255.255.0

 no ip route-cache

 no ip mroute-cache

!

interface Serial0

 description CONNECTION TO CORPORATE - 64K

 bandwidth 64

 ip address 150.10.1.2 255.255.255.0

 no ip route-cache

 no ip mroute-cache

!

interface Serial1

 description CONNECTION TO POWHATAN - 64K

 bandwidth 64

 ip address 150.10.3.2 255.255.255.0

 no ip route-cache

 no ip mroute-cache

 clockrate 64000

!

interface Serial2

 no ip address

 no ip route-cache

 no ip mroute-cache

 shutdown

!

interface Serial3

 no ip address

 no ip route-cache

 no ip mroute-cache

 shutdown

!

interface BRI0

 no ip address

 no ip route-cache

 no ip mroute-cache

 shutdown

!

!

router ospf 1

 log-adjacency-changes

 network 150.10.0.0 0.0.255.255 area 0

!

router rip

 network 150.10.0.0

!

ip classless

no ip http server

!

!

banner motd ^C
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^C

!

line con 0

 exec-timeout 0 0

 transport input none

line aux 0

 transport input all

line vty 0 4

 no login

!         

end



Configuration Answer Key for Powhatan 

Powhatan#sho run     

Current configuration:

!

version 12.1

service timestamps debug uptime

service timestamps log uptime

no service password-encryption

service udp-small-servers

service tcp-small-servers

!

hostname Powhatan

!

ip subnet-zero

!

cns event-service server

!

interface Ethernet0

 description CONNECTION TO POWHATAN LAN

 ip address 150.10.6.3 255.255.255.0

 no ip route-cache

 no ip mroute-cache

!

interface Serial0

 description CONNECTION TO RICHMOND - 64K

 bandwidth 64

 ip address 150.10.3.3 255.255.255.0

 no ip route-cache

 no ip mroute-cache

!

interface Serial1

 description CONNECTION TO CORPORATE - 56K

 bandwidth 56

 ip address 150.10.2.3 255.255.255.0

 no ip route-cache

 no ip mroute-cache

 clockrate 56000

!

interface Serial2

 no ip address

 no ip route-cache

 no ip mroute-cache

 shutdown

!

interface Serial3

 no ip address

 no ip route-cache

 no ip mroute-cache

 shutdown

!

interface BRI0

 no ip address

 no ip route-cache

 no ip mroute-cache

 shutdown

!

router ospf 1

 log-adjacency-changes

 network 150.10.0.0 0.0.255.255 area 0

!

router rip

 network 150.10.0.0

!

ip classless

no ip http server

!

!

banner motd ^C
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^C

!

line con 0

 exec-timeout 0 0

 transport input none

line aux 0

 transport input all

line vty 0 4

 no login

!

end

